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Abstract. The Social Insurance industry can be considered as a basic
pillar of the welfare state in many countries around the world. However,
there is not much public research work on how to prevent social fraud.
And the few published works are oriented towards detecting fraud on the
side of the employees or providers. In this work, our aim is to describe our
experience when designing and implementing a data-driven approach for
fraud detection but in relation to employers not meeting their obligations.
In fact, we present here a case study in Upper Austria but from which
interesting lessons can be drawn to be applied in a wide range of different
situations.
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1 Introduction

In many countries of the world, social insurance plays a crucial role according
to the social security and welfare of a state. The Austrian health system is
based on the principles of solidarity, affordability and universality. Many of its
responsibilities have been delegated to self-governing bodies, although most of
the regulations are defined by law. Therefore the Austrian health system is
complex, fragmented, and because of its high standards it is relatively costly
[3]. The Austrian health insurance is mainly financed by income-related periodic
contributions the employers have to pay.

This system has proven to work very well and high levels of well-being and
safety for workers have been achieved. However, the rigorous supervision of the
whole system is necessary so that degradation does not occur. In this context,
fraud control is of great importance as a means of keeping down the costs for
employers who fulfill their obligations properly. The major problem here is that



fraud is intended to be processed as normal, which means that fraud has to be
looked for to be discovered, and this task is far from being trivial. Moreover,
most fraud control activities are often performed manually, this means that
unexplored automatic fraud detection techniques have an enormous potential
to make an impact on this context. For these reasons, this research intends to
shed light on the design of a data-driven strategy to help to detect fraudulent
behaviors. Therefore, the major contributions of this work can be summarized
as follows:

— We introduce our data-driven approaches for fraud detection in the context
of employers that do not follow the rules for hiring workers.

— We present a use case in the context of the Upper Austrian health insurance,
whereby our approaches have shown to provide useful support to control
fraudulent activities.

The remainder of this work is organized as follows: Section 2 outlines the
State-of-the-Art in relation to fraud detection for Social Insurance industry.
Section 3 introduces a real-world case study for fraud detection in the area of
employment settled at the Austrian social insurance system. Section 4 presents
the data-driven procedure that we have designed and implemented in order to
facilitate and support fraud monitoring. Section 5 summarizes the achieved re-
sults with respect to the presented case study and how our approach have had
an impact on the regional health insurances in Austria. Finally, we highlight the
conclusions and future research lines that could be derived from this work.

2 State-of-the-art

There is a large body of literature in relation to fraud detection in the context
of the Social Insurance industry, but in the vast majority of cases it is either
in relation to workers who use dishonest tactics to get benefits that are not
theirs, or it deals with service providers (e.g. doctors, hospitals) that make false
claims by charging the insurance for unnecessary or even not done treatments.
In general, it is widely assumed that the Social Insurance industry consists of
the following stakeholders:

Insurance carriers (governmental health departments, private insurance com-
panies)

— Service providers (hospitals, doctors, laboratories,...)

Insurance subscribers (employees and patients)

— Insurance payers (employers)

External providers (pharma industry)

With this vast amount of actors in mind, it is not difficult to envision that
there are multiple variants to commit fraud. In fact, Thornton et al. [11] have
identified many different kinds of fraud, among which the following stand out:
identity theft, i.e. stealing confidential information from stakeholders and using



that information to prepare false bills, phantom billing, i.e. billing for good or
services that are not actually performed, unbundling, i.e. billing different phases
of a procedure as if it was a different treatment, upcoding, i.e. billing services
more expensives than the ones performed, bill padding, i.e. providing unnecessary
services to a patient, kickbacks, i.e. a negotiated bribery in which some money
is paid to do something in return, and many more.

In order to fight against frauds of this kind, some remarkable techniques have
been already proposed. For example, Rawte et al. built a novel hybrid approach
making use of supervised and unsupervised learning for detecting fraudulent
claims [8], Diaz-Granados et al. have proposed a solution to extract and ana-
lyze social media data in pursuit of identifying insurance fraud [1], or Dua and
Bais have worked towards novel data mining fraud detection models [2]. Slightly
different is the proposal of Tsai et al., who have proposed a knowledge model
along with the existing database applications using the popular CommonKADS
methodology [12].

However, the case that we address here is of different nature, since we focus
in companies that do not register (some of) their employees appropriately in
order to reduce the labor costs, so we mean a situation shared by insurance pay-
ers, insurance subscribers, and insurance carriers. Therefore, this fraud directly
harms both the employee (insurance subscriber), who cannot make use of his or
her right to appropriate medical treatment and the insurance company (insur-
ance carrier) that does not receive the proper contributions that all employers
are obligated to pay for having people working for them.

When analyzing the literature in this context, it is possible to see that most
of the works belong to one of these two large groups: those that focus on issues
such as causes, consequences, statistics, impact on society, etc. and those that
describe techniques that can be useful to help to detect fraudulent cases. In
addition, recent breakthroughs in computational paradigms such as artificial
intelligence, data mining, and machine learning allow many of these techniques
to be implemented (and even improved) by means of computer systems. In our
particular case, we are interested in describing our experience in relation to the
research and development of some of these fraud detection techniques by means
of computer systems.

In relation to the existing literature in this field, interesting works have been
carried by Van Vlasselaer et al. whereby the goal is to identify those companies
that intentionally go bankrupt in to avoid paying their contributions [13]. Widder
et al. proposed a fraud detection by using a combination of discriminant analysis
and techniques based on artificial neural networks [14]. To do that, they propose
an event processing engine for detecting known patterns and aggregating them
as complex events at a higher level of analysis in real-time. Finally, Konijn and
Kowalczyk propose a method that consists of analyzing the historical records and
aggregating these results in order to detect outliers [4]. The work that we present
here is, to the best of our knowledge, the first attempt to build up data models
that can support the generation of recommendation lists based on current data
so that fraudulent behavior can be inspected according to a ranking of priorities.



3 A case study - Social fraud detection in the area of
employment

The Austrian social insurance system is based on the principles of solidarity,
affordability, and universality. It is primarily funded through insurance contri-
butions. It includes the branches of accident, health and pension insurance, and
it is formed by a number of institutions existing under the Main Association of
Austrian Social Security (HVB) as their umbrella organization.

In this context, the Austrian social insurance system constantly has to face
the most diverse amount of attempted frauds. One major type of fraud is re-
lated to employers not meeting their obligations, i.e. they do not pay the proper
amount of contributions for their employees. More concretely, either they do not
register worker(s) at all (classical black labor), or - more often and also more
difficult to discover - they specify a wrong, too low assessment basis for their
payments.

Consequently, there is continuous work on measures against social fraud in
that area. Over the years a steadily growing base of knowledge and experience
has been build up by the financial in-house experts at the Austrian health in-
surance. This available expert knowledge is commonly used as follows to detect
or even prevent social fraud in the area of employment: in-house experts man-
ually examine the available data of selected companies and if according to the
expert there are found reasonable suspicious circumstances in the data of a cer-
tain company it might ask the proper authority for inspections at site. For this
purpose, the expert usually either searches for already known specific suspected
patterns (e.g. in the construction sector a high rate of marginal part-time em-
ployees is suspicious) or checks if in general there can be found larger deviations
from average behavior.

In the course of this process, during last years a dashboard tool has been
developed at the Upper Austrian Health Insurance! whose aim is to support
in-house experts in their work towards social fraud detection. More concretely,
the RAD-Tool (German abbr. for risk conspicuousness of employers) enables
the user to visualize and compare relevant historical and current data of each
employer. Figure 1 contains a screenshot of the tool. Utilizing this dashboard
in daily work facilitates and improves the examination of companies based on
their data. However, one major issue remains: considering the available personal
resources (usually only a few in-house experts per federal region) it is impossible
to check a larger part of existing employers (up to 100.000 per region). Therefore
selecting randomly companies for examination remains somehow like looking
for the needle in the haystack. This is where our work intends to tie in and
great potential with respect to automatic data analysis is seen. Basically, the
motivation for the data-driven strategy that is presented in the following section
is to provide the dashboard user with automatic recommendations (based on
current and historical data) of which companies are considered worthy to give a
closer look.

! Oberbsterreichische Gebietskrankenkasse (short OOGKK)
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Fig. 1: Screenshot of the dashboard tool RAD (German abbr. for risk conspicuousness
of employers)

‘We have chosen a semi-automatic, multi-step approach for building up models
that automatically generate recommendation lists based on current data. Semi-
automatic means that besides data-driven steps manual interventions (like final
model selection) are necessary. The reasons why we have refrained from trying
to install a fully automatic approach are manifold:

Use of prior knowledge: We want to incorporate the extensive expert knowl-
edge that is available.

Legal conditions: The mere suspicion of fraud is not enough to act as legal
proof, so a computer system cannot determine by itself what is a fraud or
what is not.

Soft requirements for model valuation: We need to take into account that
the model is not intended to be used as a black box, but serves as a de-
cision making support for human experts. A necessary condition that the
system can be helpful is that the user finds basic confidence in its deci-
sions. Therefore interpretable, comprehensible models that at least partially
represent the existing knowledge and intention of the user are preferable



to non-transparent, complex systems; even if the later show slightly better
performance with respect to statistical performance measures.

In the following, we describe a procedure that takes into account the above
conditions by combining heuristic strategies and statistical evaluations.

4 Procedure for Knowledge Discovery in the Area of
Social Fraud Detection

A starting point of our work was data regarding over 60,000 companies in Up-
per Austria and that is accessible for the Upper Austrian health insurance. The
database consists of more than 200 entries per company and month (columns)
ranging from basic information about each company (e.g. location, economic
sector) to financial information (payments, payment default, financial problems
like past insolvency) and development (company size, monthly fluctuations) and
structure (e.g. sex, age, mode of employment) of the employer’s staff. Addition-
ally, the experts of OOGKK have compiled (and are continuously maintaining)
a list of “suspicious” companies at which social fraud has already been detected
in history. This list of about 750 firms helps the in-house experts to focus on
companies that - based on historical experience - are expected to present a higher
risk level with respect to social fraud than the average.

To summarize, from the data analyst’s perspective, the data available for
our case study consists in a multivariate time series (usually we considered a
history of 24 to 30 months) for each of the over 60,000 companies. About 750
of these (i.e. 1.2%) contain the flag suspicious, the rest remains unlabeled. The
basic idea of our data-driven approach is as follows: we aim to build up a model
that gives, as a result, a recommendation list which contains at the top the -
according to the data-driven model - most suspicious company, followed by the
second most suspicious company, and so on.

The model basically should fulfill the following two conditions: The majority
of the companies that are ranked in the top part of the scoring list should be
firms labeled as suspicious. Calculating the proportion of already suspicious
employers for the top part of the scoring list gives the possibility to measure and
compare the models’ performance from a statistical point of view. But beyond,
the decisions of the model should be easily comprehensible and need to represent
a good, useful basis for final judgment by the expert. Amongst other things, this
requires that the in-house experts get recommended companies from unlabeled
data (i.e. still unsuspicious companies) that turn out to be interesting to be
given a closer look. The following three subsections describe our way towards
such a model.

4.1 Feature Generation

When starting this work in-house experts have already been using over years
the available data to manually search for suspicious patterns indicating possible



fraud. For this, they do not look exclusively on data at single points of time,
but they investigate the behavior and development of figures over a long past
time period (usually one up to two years). There are basically two different
approaches to build up a data-driven model in such a setting. Either the raw
multivariate time series serve as input itself (e.g. cluster algorithms based on
measuring the distances between time series), or aggregated features calculated
from the time-series are used as input, instead. In the latter case, extracting
potentially useful features prior to the training of a model usually turns out to
be a crucial task. For our case study, we tried to make use of existing expert
knowledge for doing so. Based on the documentation, explanations, and examples
from the side of the experts we tried to come up with mathematical or rather
statistical formulations to describe known suspicious patterns. In this way, a
large set of potentially interesting features (several hundred) could be generated
from the time-series data.

In the following, we show with a concrete example how the feature generation
process was typically conducted: In-house experts can say from their experience
that an unusually high fluctuation of staff over a longer period potentially indi-
cates a committed fraud. Therefore, when examining a company, amongst other
things, experts usually give a closer look at the development of the companies’
staff. Figure 2 shows plots of the - in this regard - relevant time series for two
different companies. On the left side, for company A, the monthly company size
(red solid line) remains fairly stable over the whole observation period from Jan-
uary 2017 to December 2018 (with the maximum value of 20 employees). Only in
9 out of 24 months minor changes of the staff (i.e. registrations (turquoise dash-
dotted line) and/or deregistrations (green dashed line)) were conducted. There
is no odd behavior with respect to the staff’s development observable. On the
contrary, the plot on the right-hand exhibits major changes. Considering only
the time series of the company size (red solid line) with its rapid increase during
the first observation year and a relatively stable number of employees during
2018 the behavior of company B could be explained as typical for a dynamically
growing enterprise. Even the temporary reduction of employees during winter
2017/2018 is comprehensible due to the seasonality of the construction sector.
However, a more detailed look to the monthly registrations and deregistrations
statistics reveal that over the whole observation period a high proportion of the
staff is continuously exchanged. For example, there is only a minor increase of
the size of company B from 21 to 22 employees in November 2018, but, actually,
a high number of change requests, namely 13 (7 registrations and 6 deregistra-
tions), are recorded at the side of the social insurance. According to the experts’
opinion, such behavior is abnormal and suspicious.

In summary, according to the experts, the available monthly data about the
development of the staff (as shown in Figure 2) contains useful information to
estimate a company’s fraud risk. The example above suggests that rather than
simply considering the development of the company size itself it is preferable to
use the monthly numbers of both the registrations and deregistrations. A first
statistical check whether the available data really confirms the above assumption
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Fig. 2: Development of staff for two companies of the economic sector of construction
(January 17 - December 18)

is to compare the average behavior of the already suspected cases with the - up
to now - unsuspected ones. In order to obtain more comparable numbers among
companies of all sizes it was decided to not use the absolute numbers of the
monthly registrations and deregistrations, but to normalize them with respect
to the current company size. Therefore, for each company ¢ and month m the
current fluctuation of staff is calculated by

nReg(c,m) + nDereg(c,m)

Fluct(e,m) =

: (1)

company_size(c, m)

with nReg(c, m) and nDereg(c,m) as the number of registrations and deregis-
trations at company ¢ in month m and company_size(c,m) as the number of
currently registered employees, accordingly. Figure 3 shows the monthly fluc-
tuation averaged over all already suspected employers (red thick dash-dotted
line) as well as averaged over all the other (unlabeled) companies (blue thick
solid line). Hence, the blue line so to speak represents the normal behavior of a
company within the construction sector.

Throughout the whole observation period, the average fluctuation of the sus-
picious cases is significantly higher than for the unlabeled companies (about
double as high!). This means that the statistical evaluation strongly substanti-
ates the existing experts’ view described above. However, we want to point out
that due to the high distributional variance of both groups (suspected versus
still unsuspected companies) a distinct classification solely based on the staff’s
fluctuation (1) will not be possible (see the highly overlapping standard devi-
ations shown in Figure 3). In other words there exist also other reasons than
fraud why a company might exhibit a high fluctuation rate of employees, and
vice versa.

In order to use the information that is contained in the time series of Figure 3
with respect to fraud risk for the model generation process we need to calculate
aggregated features from the time series data. To sum up, in this situation we are
in search for indicators that have high values in the case that a company’s data
exhibit a suspicious behavior like e.g. company B in Figure 2, and a low value
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Fig. 3: Comparison of the average fluctuation within the economic sector of construc-
tion (January 17 - December 18): suspicious companies (red dash-dotted) vs. unlabeled
companies (blue solid)

otherwise. Obvious feature candidates for such indicators are standard statistics
(like average or extremal values) extracted from the corresponding time series
data.

In practice, during our case study the feature generation process was typi-
cally conducted in the following way: First, we try to deduce a proper time series
(by transformation and/or combination of time series available in the raw data)
that lets reveal best a certain suspicious pattern described by the expert (like the
staff’s fluctuation (1) for the example described above). Next, we extract a set
of standard statistics (typically mean, median, mazx, min, and stddev for nu-
meric time series, and existence and number of occurrences for binary variables,
respectively) over the whole observation period. In some cases, when considered
meaningful, we additionally focused also on sub-periods like for example the
winter season in case of the gastronomic sector in regions with ski areas. Such
decisions were always resulted of taking into account both the expert’s view as
well as statistical indications.

4.2 Feature Selection

The result of the feature generation process described in the preceding subsec-
tion was a diverse set of possible input candidates for generating a model that
estimates the risk level for each company. Instead of passing all these several hun-
dred features directly to a learning algorithm it was decided to conduct the first
preselection with respect to statistical significance and (visual) interpretability



of the features. This was motivated by our aim to finally achieve the highest
possible comprehensibility for our model.

As already mentioned above, we tried to define the features in a way that
they possibly exhibit high values in case of suspicious behavior and lower val-
ues otherwise. In this way, when used later on as input for the model, each
input feature can directly be interpreted as a key figure for the riskiness of a
company with respect to fraud. Hence, this strategy again facilitates our aim
to finally achieve an interpretable model that gives the expert the possibility
to easily analyze the reasons for specific risk estimations. Because of those con-
siderations during the feature preselection process, we focused on checking the
features’ suitability as such risk indicators. One major assistance to do so was
a histogram visualization as shown in Figure 4 for the example of the average
value of the staff’s fluctuation over the whole observation period. Besides the
usual histogram display with the bin counts, Figure 4 contains additional, dis-
tributional information about the target value for each bin. More precisely, the
background of each bin is colored with respect of its proportion of unlabeled
and suspected companies. Considering all companies belonging to the bin under
investigation, the proportion of unlabeled companies is colored in blue, the pro-
portion of suspected companies is colored in red. For example, in Figure 4, 270
companies fall in the second bin which includes the very low indicator values of
the interval [0.005,0.015], only one company thereof (i.e. only 0.37%) is already
suspicious. Hence, the background bar is almost completely colored in blue. On
the other hand, 5 out of 11 companies of the interval [0.22,0.23] with high indi-
cator values are on the list of suspicious enterprises, the proportion of 45.45% is
displayed with the red part in the background of the bin.

If such a plot, for increasing indicator values, shows a positive trend in the
proportion of suspected companies (like in Figure 4), the feature can be consid-
ered as useful for a subsequent model generation.

Figure 5 shows two additional plots that can help to judge a feature’s po-
tential as an indicator. On the left side, there is a box plot that describes the
feature’s distribution for each target class. For the staff’s fluctuation, this box
plot clearly exhibits that the mean value of the class suspected companies is far
higher than for the unlabeled companies, even if the two distributions overlap.
Hence there is significant potential of the feature for the use as indicator.

The plot on the right side displays how a simple scoring model that uses only
the observed single feature would perform. More precisely, first, the feature is
sorted with the highest value at the top and the resulting ordered list of the
according companies is taken as recommendation list. As mentioned before we
aim at obtaining a scoring list that contains “as many suspicious companies as
possible” at the top. Therefore, in our case study, a major performance measure
for our models was the proportion of already labeled suspected companies for any
given length of scoring list ntop (i.e. taking the top ntop entries of the scoring
list). The right hand plot of Figure 5 shows the performance curve (blue line) over
an increasing list length (starting with ntop = 1) for the recommendation list
based on Mean(Fluct) evaluated for companies of the construction sector. The
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red line represents the base line, i.e. the overall proportion of suspected companies
in the considered data set (for the given example this is 2.76%). During our
evaluations, a typical choice for ntop has been 40, as this is a reasonable amount
of companies that in-house experts consider manageable to handle (for closer
investigations per month). For the given example, 11 of the top 40 companies are
already suspected, that makes 27.5%. Hence, compared to selecting companies by
chance (2.76%), choosing the companies according to the indicator Mean(Fluct)
(27.5%) results in an information gain by a factor of 10.
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Fig. 5: Plots illustrating the suitability of feature Mean(Fluct) as key figure: a box plot
describing the feature’s distribution for each target class (left side) and a performance
plot of the recommendation list solely based on the feature Mean(Fluct) (right side)
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4.3 Model Generation and Selection

As mentioned before, when working on a recommendation model, our focus was
on providing the end user, i.e. the in-house experts of the federal health insur-
ances in Austria, with an easily comprehensible model. The set of feature candi-
dates was generated with the intention that each feature is positively correlated
with the riskiness of fraud. However, instead of directly taking the features as
they are, we rather want to make use of their inherent ranking. More precisely,
for each feature the following preprocessing step is conducted: First the feature
is sorted with the highest value at the top and from the resulting ordered list the
first 500 entries are selected. To these 500 companies there is assigned a linearly
decreasing score value from 1 to 0, i.e. the company with the highest feature
value is assigned the score 1 (i.e. 500/500), the second highest takes 499/500,
and so on; up to the 500th company with 1/500. Finally, all the other companies
with even lower feature values obtain score 0. The in this way calculated scor-
ing variables are eventually the figures that are used for the subsequent model
generation.

The motivation for this kind of feature preprocessing was twofold: First,
aiming for a recommendation list, we are rather interested in predicting the
correct inherent ranking of the companies’ risk for fraud than estimating the
exact risk for every single company. Therefore we expect that using the ranking
information instead of the features’ absolute values is the more appropriate way
to go. The second benefit we see is that with this feature treatment every single
indicator automatically has the same distribution. Hence, all the feature values
are directly comparable what will significantly ease the generation of a well-
balanced model as well as its interpretability.

At least in the first stage, we decided to stick to linear models. Together
with the properties of the deduced features, linear models allow that its coeffi-
cients can directly be interpreted as the corresponding feature’s contribution to
the risk estimation. However, first modeling attempts demonstrated that regres-
sion models trained on the available data including the whole generated feature
set tend to focus on only a few, dominant subgroups of the known suspicious
patterns covered by the available features. However, an important requirement
from the experts’ side has been the broadness of the resulting model, i.e. the
recommendation list shall contain cases that preferably cover multiple (as many
as possible) aspects of suspiciousness at the same time.

Therefore, the following two-step approach was realized: First of all, all avail-
able indicator variables are manually divided up into six different context groups.
For example, all indicators dealing with the payment history of an employer were
put together to the indicator group financial abnormalities, all the features re-
ferring to the development of the staff (like Mean[Fluct] from the previous
subsections) form the indicator group abnormalities of staff’s fluctuation. Based
on this additional context information we are aiming for a model that contains
reasonable contributions from all indicator groups.

To ensure this, in a first step, models are generated for each indicator group
individually. That means that, for each specific indicator group, an extensive grid
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search is conducted trying out all possible combinations of features. Considering
a maximum length of 10 features for a single indicator group, we end up with up
to 1023 different models per group (2!° —1 = 1023 is the total number of subsets
for a set of 10 features). Next, all these models are evaluated by calculating
the proportion of suspected companies in the according recommendation lists.
Additional to the set of all companies of the economic sector under investigation
this performance evaluation is always repeated twice on subsets of the data
restricted by the company size. The reason for this is that the in-house experts
sometimes want to focus their search on enterprises with comparable company
size. Thus, the chosen model needs to perform well also in these settings. Finally,
based on performance figures as well as other fuzzy criteria (like interpretability,
number of used features, ...), up to 5 possible feature combinations are chosen
for each indicator groups.

In a second step, a further grid search is conducted to achieve final model
candidates, this time combining the in step one identified feature combinations
from the different indicator groups. In this way we can guarantee that all in-
dicator groups are represented in our final model and reducing the model with
respect to a specific aspect (i.e. measuring the contribution of a certain indicator
group) will still result in an optimal model for the according restricted setting.
The evaluation and final selection of the model were done equivalently to step
one.

5 Results and Experiences

The approaches presented in the previous sections were developed in collabora-
tion with the Upper Austrian health insurance where, in a first stage, we worked
on models for the economic sectors of construction and gastronomy based on
data of the federal region of Upper Austria. The differentiation of the economic
context was motivated by the well-known fact that between the sectors relevant
characteristics may differ a lot. Highly suspicious patterns in one sector might
express totally normal behavior for another sector. Even when focusing on single
economic sectors, we eventually had to deal still with a high heterogeneity of the
data, like different economic subsectors or differing scales of company size, to
name two major sources.

We had to make the same experiences when we tried to directly transfer the
models for Upper Austria to the other 8 federal regions of Austria. Even if one
can expect that all in all most of the suspicious patterns somehow exist in all the
regions, the differences (be it occasional regionally isolated patterns and/or dif-
ferent local expressions of general patterns) apparently were too big to achieve
satisfactory results when simply applying the models developed based on the
data of Upper Austria. Thus, we ended up in carrying out the same procedure
as described in Section 4 for each region and both the economic sectors. That
means that we have developed and included to the RAD-Tool altogether 18 rec-
ommendation models that are currently in use at the regional health insurances.
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With respect to the models’ performance, we can make the qualitative state-
ment that “from a statistical point of view the models perform well”, in the
sense that the proportion of suspicious companies in the resulting recommenda-
tion lists is significantly higher than the chance levels. Furthermore, the feed-
back of the in-house experts that are using the outcomes of the models is mostly
promising. However, evaluating our results in a quantitative manner remains a
pending task. The reasons for it are manifold, most based on the fact that the
output of the models is not directly processed, but only supports the further
decision-making process of the human expert:

— The benefit of the model is not only defined by the prediction accuracy, but
many fuzzy, difficult to measure criteria (like interpretability of found cases
or possibilities of legal prosecution) play a role.

— The financial benefit, eventually the crucial, most interesting figure, is ex-
tremely difficult to measure. Effective financial results can often be realized
only after a long legal process (months or even years). And even then a
quantitative estimation is not always doable.

— Moreover, it is difficult to estimate the exact contribution of the recommen-
dation lists as there are many different factors that lead to a specific financial
result.

— Finally, the available amount and quality of target data (i.e. the list of sus-
pected companies), at the moment, is not good enough to perform a thorough
evaluation.

6 Conclusions and Future Work

In the context of social insurance, it is very important that the available resources
might be devoted, and to a greater extent, to those who really need them and
pursue any situation in which public funds are used for an unintended purpose.
With the aim of providing methods and tools to do that, we have presented here
our data-driven approaches for fraud detection in the context of employers that
do not follow the rules for hiring workers focusing the competition on the lowest
price.

In the future, we want to work towards a fully automated, comprehensive
model that is applicable to all of Austria and different economic sectors simul-
taneously. Benefits of such an all-in-one model would be

— comparability over regions and economic sectors,
— lower costs for quality assurance, and
— exploitation of useful information over multiple related tasks.

We plan to go in this direction by the use of multi-task learning, possibly in
combination with learning to rank as well as methods that fit well for partially
unlabeled data (to address further particular characteristics of this use case’s
data).

Still another promising direction will be the use of unsupervised learning
methods. For example, clustering of the data and subsequent proper description
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of the interesting clusters could lead to interpretable models. Additional advan-
tages could be better manageability of the data’s heterogeneity as well as the
potentiality of discovering even unknown suspicious patterns.
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